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Abstract—Remotely sensed images are dominated by mixed pixels. 
Hard classifiers may not handle mixed pixels. In literature, fuzzy 
theory based algorithms like Fuzzy c-Means, Possibilistic c-Means, 
Noise clustering with or without Entropy and Fuzzy c-Means with 
Entropy have been studied with Euclidean and Mahalonobis norms 
only, to handle mixed pixels. This paper presents the capabilities of 
SMIC tool with similarity and dissimilarity measures in fuzzy 
classifiers. Landsat 8 has been used to test implemented norms. 
Canberra and Manhattan dissimilarity norms generate poor results 
as assigning low membership value with high variance to favourable 
class. While Cosine and Correlation similarity norms provide best 
results as assigning high membership value with low variance to 
favourable class. 
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1. INTRODUCTION 

Remotely sensed image data is extensively applied in a range 
of oceanographic, atmospheric and other socio-economic 
applications, such as resource utilization, environmental 
modelling, monitoring urban development and land-cover 
mapping. Thematic maps have a wide application among the 
end products of remote sensing. In the digital domain, 
thematic maps are created by assigning labels to each pixel in 
an image and, this process is called as Digital Image 
Classification [8]. However, classifying any remotely sensed 
data into a thematic map remains a challenge due to many 
factors, such as, complexity of landscape, selection of 
remotely sensed data, image-processing and classification 
approaches, which may affect the success of a classification 
[3]. 

Conventional classification technique presumes that, each 
pixel in an image contains a single class. However, a pixel 
may contain more than one class, and such pixels are known 
as mixed pixels [8]. Occurrence of mixed pixels may be a 
problem in mapping and monitoring land cover, and in 
particular, their effect is most severe in mapping 
heterogeneous landscape from coarse spatial resolution images 
[5]. The concept of fuzzy set was found suitable for addressing 
the mixed pixel problem, so that pixels may have multiple or 

partial class membership [6]. In Fuzzy case, a measure of the 
strength of membership for each class is output by the 
classifier, resulting in a soft classification technique [15]. In 
recent scenario, it has been observed that conventional hard 
classification techniques, which allocate each pixel to a 
specific class, are often inappropriate for applications where 
mixed pixels are present in ample amount [4].  

Various fuzzy based classifiers like Fuzzy c-Mean (FCM), 
FCM with Entropy (FCME), Possibilistic c-Means (PCM), 
Noise Clustering (NC) and NC with Entropy (NCE), can 
handle mixed pixels using fuzzy set theory. Generally these 
classifiers have been applied with Euclidean, Mahalonobis and 
Diagonal Mahalonobis norms only [3, 14]. These classifiers 
have not been used with various similarity and dissimilarity 
measures. Various other similarity and dissimilarity measures 
can also be incorporated in these classifiers. In this paper, 
similarity and dissimilarity measures considered were 
Normalized-Squared-Euclidean, Cosine, Braycurtis, 
Correlation, Manhattan, Canberra, Chessboard, Median-
Absolute-Difference, and Mean-Absolute-Difference in single 
or composite mode with weighted component. 

Commercial image processing software e.g. ERDAS Imagine 
contains Minimum distance classifier, Parallelepiped and 
Linear Mixture Model, ENVI also contains the same as well as 
Decision Tree, Artificial Neural Network and SVM classifiers, 
PCI Geomatica consist of FCM, GRASS and ILWIS 
incorporate Minimum distance, Parallelepiped or called Box 
Classifiers. Many fuzzy based soft classifiers like FCM with 
Entropy, PCM, Noisy Clustering, and Noisy Clustering with 
Entropy are not implemented yet in commercial image 
processing software that to with large number of similarity and 
dissimilarity norms. This paper presents the capabilities of 
SMIC [10] (Sub Pixel Multispectral Image Classifier) Tool 
with fuzzy classifiers incorporating various similarity and 
dissimilarity measure in single or composite mode with 
weighted component. 
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2. SOFT CLASSIFICATION METHOD 

One of the major approaches to generate land cover 
information from remotely sensed images is classification. 
Numerous classification algorithms have been developed. 
Among the most popular are the maximum likelihood 
classifier (MLC), neural network classifiers, decision tree 
classifiers and support vector machine (SVM). Maximum 
likelihood classification (MLC) is a supervised statistical 
approach for thematic mapping using pixel based information. 
MLC follow Gaussian rule requires high degree of 
computation when large number of classes is to be classified 
and become unreliable [7], if sample size for each class is not 
large enough. ANN is a computational model inspired by the 
biological neural network. It is a non parametric approach and 
does not follow Gaussian rule. An advantage of neural 
network lies in the high computation rate achieved by their 
massive parallelism. At the other hand, ANN can be very 
complex as the learning time of a neural network can be very 
long for high dimensional data [1]. Generalization requires 
large training data, as data dimensionality increases its 
structure becomes more complex. 

Decision tree uses a hierarchical mechanism. It breaks a 
complex classification problem into multiple stages of simple 
decision making processes [12]. The main benefit of using a 
hierarchical mechanism is that the tree structure can be viewed 
as white box, so that easier to interpret as compare to ANN 
[13]. Another benefit it requires less complicated training 
compared to the ANN but for decision tree, decision rules 
must be framed. It become complex when decision rules are 
large in number. SVM is a statistical learning classification 
technique. It was originally linear binary classifier which 
allocates the labels [13]. The core operation of SVM is to 
construct a separating hyperplane on the basis of the properties 
of the training samples. SVM provides higher accuracy 
compared to other methods, such as MLC, ANN and decision 
trees [9]. On the other hands, SVM is time consuming and 
costly when labelled samples are collected [2]. Therefore, 
these classifiers are having some limitations like, ANN 
requires large training data, MLC follow Gaussian rule, SVM 
is time consuming as well as costly and decision rules must be 
framed in Decision tree. Thus to overcome these limitations a 
different category of classifiers needed. Fuzzy concept is also 
a valuable approach for dealing with classification problem. 
This paper provides the details of fuzzy set theory based 
algorithms with various similarity and dissimilarity measures. 

3. SMIC GUI DETAILS 

Input for SMIC system can be any multispectral remote 
sensing image. This system includes five different fuzzy 
classification algorithms (FCM, PCM, NC, NCE, and FCME) 
incorporating nine similarity and dissimilarity measures in a 
supervised mode. Fig. 1 shows the classifier GUI of SMIC in 
which user can select any similarity and dissimilarity 
measures including Euclidean, Mahalonobis and Diagonal 

Mahalonobis norms for FCM, FCME, NC, NCE and PCM 
classifier with or without MRF. There is the provision kept in 
this system that composite distance can be generated will 
using any of the two distances in combination by choosing a 
weighting component. In developed tool, user has a choice to 
select either Type 1 or Type 2 fuzzy outputs. Type 2 fuzzy set 
is the fuzziness in a fuzzy set. In Type 2 fuzzy clustering 
algorithm [11], the membership value of each pattern in the 
image is extended as Type 2 fuzzy memberships by assigning 
membership grades (triangular membership function) to Type 
1 fuzzy membership. The membership values for the Type 2 
have been obtained in equation (1).  

(1)                                                           
2

1 ij
ijija







 

Where ija and ij are the Type 2 and Type 1 fuzzy 

membership respectively. 

 

Fig. 1: Graphical user interface of SMIC 

4. FUZZY CLASSIFIERS ADOPTED 

In the following subsections fuzzy classifiers adopted as well 
as similarity and dissimilarity measures applied have been 
describes from 4.1 to 4.7. 

4.1 Fuzzy c-Means (FCM) 

Fuzzy c-Means (FCM) method is a partitioning algorithm and 
is widely used in pattern recognition, medical imaging and 
remote sensing. It calculates the membership values, which 
gives the degree of sharing of a single pixel to different land 
cover classes. Objective function for the FCM classifier [3] 
has been mentioned in equation (2). 
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Where, n is the total number of the pixels, c is the number of 

classes, ij
 the fuzzy membership value of the ith pixel for 

class j, m is the weighing exponent 1<m<∞, jX
is the vector 

pixel value, iV  is the mean vector of a class and 
),( ij VXD

is 
a similarity and dissimilarity measures as described in 
equation (8) to equation (16).  

Classification results of the popular FCM classifier was found 
inaccurate in the presence of noise and outliers. To solve this 
issue associated with FCM, a Possibilistic c-Means algorithm 
(PCM) was developed by slightly modifying the objective 
function of FCM and relaxing the membership restriction 
which exists for FCM. 

4.2 Possibilistic c-Means (PCM) 

PCM was developed to address the drawback of FCM. It 
assigns a pixel to more than one cluster in the form of 
membership value and this membership value does not follow 
the constraint in FCM. It was developed by adding an 
additional term called regularizing term to the objective 
function of FCM. Objective function for the PCM classifier 
[3] has been mentioned in equation (3). 

(3)                                    )1(                    

),(),(

11

1 1







 





n

j

m
ij

c

i
i

ij

n

j

c

i

m
ijm VXDVUJ





 

Where j is a parameter that depends on the distribution of 

pixels in the cluster, “j”. However, the basic problem 
associated with PCM is proper accounting of noise pixels. 

4.3 Noise Clustering (NC) 

The concept of Noise Cluster was introduced such that noisy 
data points may be assigned to noisy class. This method is 
fundamentally based on FCM, where an additional cluster is 
introduced such that is supposedly contains all outliers. 
Objective function of the NC classifier [3] has been mentioned 
in equation (4). 
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Where U= n×c+1matrix, the noise information class has no 

centre and the dissimilarity 1, cjD
 between jX

and this noise 

information class can be expressed as in equation (5). > 0 is 
a fixed parameter, also known as resolution parameter. 

4.4 Noise Clustering with Entropy (NCE) 

Another group of classifiers considers hybridization, which 
has its origin in Entropy theory. The term entropy was first 
introduced by Rudolf Clausius to state the second law of 
thermodynamics. A typical regularization is done by adding a 
regularization function. The objective function of NCE [3] has 
been mentioned in equation (6). 
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Where  is regularizing parameter, >0. 

4.5 Fuzzy c-Means with Entropy (FCME) 

FCME is a hybridization approach of a classification where 
the emphasis is to integrate entropy based regularization 
method with FCM. The objective function for FCME 
approach [3] has been mentioned in equation (7). 
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Where  is regularizing parameter, >0. Detail of different 
measures of similarity and dissimilarity ),VD(X ij  has been 

described in equation (8) to equation (16). 

4.6 Dissimilarity Measures 

Dissimilarity between two sequences of measurement is a 
measure that quantifies the independency between the 
sequences. A dissimilarity measure D is considered a metric if 
it produces a higher value as corresponding values in 
sequences become less dependent. Dissimilarity measures 
applied with fuzzy classifiers have been mentioned in equation 
(8) to equation (14). 

Manhattan: Manhattan norm or sum of absolute intensity 
differences is one of the oldest dissimilarity measures used to 
compare images. It has been given as equation (8). 

(8)                                          ),(),(  ijij VXAbsVXD
 

Chessboard: It is also called chebyshev distance, maximum 
metric, it is a metric defined on a vector space. It has been 
mentioned in equation (9). 
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Braycurtis: It is directly related to Sorenson similarity index. It 
is used to quantify the compositional dissimilarity. Braycurtis 
has been given as equation (10). 
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Canberra: It is a numerical measure of the distance between 
pairs of points in a vector space. It is weighted version of 
Manhattan distance. Formula of Canberra has been given as 
equation (11). 
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Mean-Absolute-Difference: It is also known as Gini mean 
absolute difference equation. It is a measure of statistical 
dispersion. It has been mentioned in equation (12). 
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Median-Absolute-Difference: To reduce the effect of impulse 
noise on the calculated dissimilarity measure, instead of the 
average of absolute differences, the median of absolute 
differences (MAD) may be used to measure the dissimilarity 
between two images. MAD has been mentioned in equation 
(13). 

(13)                           )]([),( ijij VXAbsMedianVXD   

Normalized-Squared-Euclidean: In this, normalizes the 
measure with respect to image contrast. Normalized-Squared-
Euclidean has been mentioned in equation (14). 

In the calculation of correlation coefficient, scale 
normalization is performed once after calculating the inner 
product of the normalized intensities. 
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4.7 Similarity Measures 

Similarity between two sequences of measurement is a 
measure that quantifies the dependency between the 
sequences. Two similarity measures (cosine, correlation) 
applied with fuzzy classifiers have been mentioned in equation 
(15) and equation (16). 

Cosine: It is a measure of similarity between two vectors of an 
inner product space that measures the cosine of the angle 

between them. It is most commonly used in high dimensional 
positive spaces like information retrieval and text mining. 

(15)         

][][

1),(
2

2 


ij

ij
ij

VAbsXAbs

VX
VXD

  

Correlation: In this case similarity between two items is 
measured by computing the Pearson-r correlation. It is 
presented as a normalized form of covariance. 
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Where, b denotes the number of bands in image. 

5. DATA USED AND STUDY AREA 

Salem district (11° 39' 0" North, 78° 10' 0" East) is a district of 
Tamil Nadu state in southern India, has been selected as the 
study area for testing SMIC Tool with similarity and 
dissimilarity measures. It has a reservoir namely Stanley also 
called Mettur Dam. The maximum percentage of water 
requirements for irrigation in Tamil Nadu depends on the 
Mettur Dam. 

Landsat 8, Operational Land Imager (OLI) sensor data has 
been used to test the implemented similarity and dissimilarity 
measures. Landsat 8 OLI bands 1 to 7 and 9 with a spatial 
resolution of 30 meters and Thermal Infrared Sensor (TIRS) 
sensor consist of ten spectral bands. Band 1 (ultra-blue) is 
useful for coastal and aerosol studies. Band 9 is useful for 
cirrus cloud detection. The resolution for Band 8 
(panchromatic) is 15 meters. Thermal bands 10 and 11 are 
useful in providing more accurate surface temperatures and 
are collected at 100 meters. From Landsat 8 data, Bands 1 to 7 
and 9 has been used only for testing the algorithm.  

6. DESCRIPTION OF OUTPUTS 

SMIC system generates the output in the form of fraction 
images in such a way that certain land cover classes are clearly 
represented in the resulting image. For an example fraction 
images generated using Fuzzy c-Means algorithm with 
dissimilarity measures (Canberra and Manhattan) and 
similarity measures (Cosine and Correlation) had been shown 
in Fig. 2 and Fig. 3 at m=2.4 and output pixel value were 
represented between 0 and 1 membership values. In this study 
two land cover classes water and agriculture were extracted. 
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(a)Fraction images generated from Canberra dissimilarity 

 
  

0     1 
  = Membership Value 

(b)Fraction Images generated from Manhattan similarity 
Fig. 2: Poor results generated from (a) Canberra and (b) 

Manhattan dissimilarity measures. 
  

 
(c)Fraction images generated from Cosine similarity 

 
  

0     1 
  = Membership Value 

(d)Fraction Images generated from Correlation similarity 
Fig. 3: Best results generated from (c) Cosine and  

(d) Correlation similarity measures. 

7. CONCLUSION 

Performance of similarity and dissimilarity with fuzzy based 
classifier has been tested on Landsat 8, OLI sensor data and 
two classes water and agriculture has been extracted. Water 
bodies in input images, were homogeneous. Fraction images 
(output image) of water bodies generated from Canberra and 
Manhattan dissimilarity measures shows less homogeneity 
(high variance) while Cosine and Correlation similarity 
measures provides fraction images with more homogeneity 
(less variance) which is closer to ground information about 
water body. Also, Canberra and Manhattan has assigned less 
membership values to favourable class while Cosine and 
Correlation has assigned high membership values to 
favourable class. Thus, with respect to membership values and 
homogeneity, among all dissimilarity and similarity measures 
which have been defined in this system, Canberra and 
Manhattan provides poor results and Cosine and Correlation 
generates best results. Developed SMIC tool with similarity 
and dissimilarity measures in fuzzy classifiers is in JAVA 
programming language so it is platform independent. It has a 
graphical user friendly environment so that any resources 
management professionals can easily use this system and can 
study various similarity and dissimilarity measures for fuzzy 
classifiers in single or composite mode. 
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